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System solved using LSQR DNAPL flow results used in synthetic example #2 (see cite 5).

Quartz used used for grain dielectric (k=4.5)



